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Abstract

Emerging technologies have made available very large data repositories, which may be unreliable for a given preference criteria. In order to be able to process these repositories, users may need to discard useless information based on some preference conditions. Different preference-based query languages have been defined to support the bases for discriminating poor quality data and to express user’s preference criteria. In this paper, we consider the preference-based query language, “Top-k Skyline”, which combines the order-based and score-based paradigms. Thus, “Top-k Skyline” is able to identify the top-k objects w.r.t. a score function $f$ among the ordering induced by a multicriteria function $m$. Several algorithms have been proposed to implement these two paradigms independently; however, the problem of efficiently evaluating “Top-k Skyline” queries remains open. In this work, we propose evaluation strategies for “Top-k Skyline” queries and we report initial experimental results that show the properties of our proposed solutions.
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Evaluación eficiente de consultas Top-k Skyline

Resumen

Tecnologías emergentes permiten el acceso a grandes repositorios de datos, mucho de los cuales pueden publicar datos pocos confiables. Los usuarios que acceden independientemente a estos repositorios deben ser capaces de identificar y descartar información que no sea de utilidad, basándose en condiciones de preferencias. Diferentes lenguajes de consultas basadas en preferencias han sido definidos, los cuales permiten discriminar datos de poca calidad y expresar criterios de preferencias. En este trabajo, se presenta el lenguaje “Top-k Skyline”, que combina los paradigmas basado en orden y score, y es capaz de identificar los mejores $k$ objetos de acuerdo a una función de score $f$ entre el orden inducido por una función multicriterio $m$. Distintos algoritmos han sido propuestos para implementar dichos paradigmas independientemente; sin embargo, el problema de evaluación eficiente de consultas “Top-k Skyline” permanece abierto. En este trabajo, se proponen estrategias de evaluación para consultas “Top-k Skyline” y se presentan resultados experimentales iniciales que muestran las propiedades de las soluciones propuestas.
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Introduction

Currently, Google has indexed between ten and thirteen billion of Web pages\(^1\). Some of these pages may publish irrelevant data, and users that access these data need to
discard useless information based on their preferences or decision criteria. To express these criteria for a certain collection of data, different preference-based query languages have been defined. These languages can be grouped into three paradigms: order-based where the objective is to identify all the objects that are non-dominated by any other objects [1-7]; score-based that linearly orders the input data and identifies the top-k objects from this ordering [8-12]; and a hybrid paradigm that retrieves the top-k objects among the ordering induced by a multicriteria function [2, 13-17]. In these paradigms, the input dataset can be distributed among several data sources.

The main problem of order-based query engines is to compute the first stratum or Skyline, i.e., all optimal or non-dominated objects in terms of a multicriteria function, which induces a partially ordered set or strata. On the other hand, score-based query engines rank the top-k objects in terms of a positive linear score function that induces a total order of the objects. Finally, hybrid languages combine score and multicriteria functions, and the problem is to identify the top-k objects among a partially ordered set or strata.

Existing hybrid query engines only compute the top-k objects of the first stratum or Skyline [2, 13-17]. Although the answers produced by these engines are sound, they may be incomplete when k is greater than the Skyline cardinality. In this paper, we propose the hybrid language Top-k Skyline, and evaluation algorithms that overcome limitations of existing hybrid query engines by reducing the number of non-necessary accesses and probes under certain properties of the input dataset.

Formally, given a Top-k Skyline query, a multicriteria function m, a score function f and a dataset of objects O which may be distributed among several data sources, we are interested in defining algorithms to efficiently identify the top-k objects from strata R of O, using the functions f and m, respectively. Strata R is a sequence of subsets <R_1, ..., R_n>, where each R_i is a stratum, R_i ⊆ O, and objects in R_i are better than objects in R_{i+1} for each criterion in m. Thus, R is a partition of O according to m. Objects in R_i are non-dominated, i.e., none of these objects is better than the others for all criteria in m. Therefore, our objective is to identify the Top-k Skyline while non-necessary probes of functions m and f are reduced.

To illustrate how a hybrid query engine works, consider a research company that has two vacancies and received applications from seven candidates. Candidates are described by an identifier, degrees, publications, years of professional experience, and grade point averages. Suppose that the following relational table represents candidate’s information: Candidate(Id, Degree, Publications, Experience, GPA). Additionally, Table 1 illustrates information of seven candidates.

Table 1

<table>
<thead>
<tr>
<th>Id</th>
<th>Degree</th>
<th>Publications</th>
<th>Experience</th>
<th>GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Post Doctorate</td>
<td>9</td>
<td>2</td>
<td>3.75</td>
</tr>
<tr>
<td>b</td>
<td>Post Doctorate</td>
<td>10</td>
<td>1</td>
<td>4.00</td>
</tr>
<tr>
<td>c</td>
<td>PhD</td>
<td>12</td>
<td>2</td>
<td>3.75</td>
</tr>
<tr>
<td>d</td>
<td>MsC</td>
<td>13</td>
<td>4</td>
<td>3.60</td>
</tr>
<tr>
<td>e</td>
<td>Engineer</td>
<td>6</td>
<td>3</td>
<td>3.25</td>
</tr>
<tr>
<td>f</td>
<td>Engineer</td>
<td>5</td>
<td>2</td>
<td>3.20</td>
</tr>
<tr>
<td>g</td>
<td>Engineer</td>
<td>4</td>
<td>2</td>
<td>3.15</td>
</tr>
</tbody>
</table>
According to the company policy, all criteria are equally important and relevant; hence, either a weight or a score function cannot be assigned. A candidate can be chosen if there is any other candidate with higher degree, publications, and experience. To nominate a candidate, one must identify candidates that are not dominated by any other candidate in terms of these criteria. Thus, tuples in table Candidate must be selected in terms of Degree, Publications, and Experience. For example, the candidate “d” dominates candidates “e”, “f”, and “g” because he has higher degree, more publications and experience. Following this idea, the nominate candidates in Table 2 are identified.

Table 2

Nominate Candidates for two vacancies of a research company

<table>
<thead>
<tr>
<th>Id</th>
<th>Degree</th>
<th>Publications</th>
<th>Experience</th>
<th>GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Post Doctorate</td>
<td>9</td>
<td>2</td>
<td>3.75</td>
</tr>
<tr>
<td>b</td>
<td>Post Doctorate</td>
<td>10</td>
<td>1</td>
<td>4.00</td>
</tr>
<tr>
<td>c</td>
<td>PhD</td>
<td>12</td>
<td>2</td>
<td>3.75</td>
</tr>
<tr>
<td>d</td>
<td>MsC</td>
<td>13</td>
<td>4</td>
<td>3.60</td>
</tr>
</tbody>
</table>

Since the company only has two vacancies, it must apply another criterion to select the two new staff members and discard the others. Staff members will be selected among nominees in terms of the top 2 values of one or more score functions.

First, considering the maximum GAP as one score function, three candidates are the new nomincates: “b”, “a”, and “c”. Then, taking into account the degree, the tie between “a” and “c” is broken, and the selected members are: “b” and “a”. From a procedural point of view, to select the staff members, preference-based queries need to be posted against the table Candidate.

There are several query languages to specify preference criteria. Skyline and Top-k are two user preference languages that could be used to identify some of the staff members. However, none of them will provide the complete set, and post-processing may be needed. On one hand, Skyline offers a set of operators to build a set of points that are non-dominated by any other point in the dataset. Thus, by using Skyline, one could just obtain the nominated candidates and a score function needs to be applied afterwards to identify the new staff members. On the other hand, Top-k allows referees to implement a score function and may filter only some of the winners in terms of the combined function. In order to choose staff members, Top-k computes the score for each tuple without checking dominance relationship between tuples in the dataset. Nevertheless, it is not possible to define such function, because all criteria are equally important and relevant. Therefore, to solve the problem of selecting the staff members, the top k elements among the objects in a partially ordered set need to be computed, and a hybrid approach that combines the benefits of Skyline and Top-k is required.

Time complexity for answering preference-based queries is high and it depends on the size of the input and the number of probes performed. In general, the problem of identifying the Skyline or first stratum is $O(n^3)$; this is because all the input instances need to be compared against themselves to probe the multicriteria function $m^{(2)}$. Additionally, the time complexity of selecting the top-k objects is $O(n \log n)$ because in the worst case, the whole input set needs to be ordered. Finally, since a Top-k Skyline query engine requires to stratify the input data until the top-k objects are computed, more than one stratum may be needed; and in consequence, the time complexity is mainly impacted by the cost of building the strata.
To reduce the processing time, Top-k Skyline query engines must implement efficient mechanisms that minimize the score and multicriteria function probes. In this paper, we propose two evaluation techniques to solve Top-k Skyline queries, and present our initial results.

The paper is comprised of five sections. In Section 2, we describe related approaches. In Section 3, we define two algorithms for computing the Top-k Skyline. In Section 4, we report our experimental results. Finally, in Section 5, the concluding remarks and future work are pointed out.

2. Related Work and Background

In [3, 4] algorithms identify the Skyline by scanning the whole dataset. On the other hand, progressive (or online) algorithms for computing Skyline have been introduced [17, 18]. A progressive algorithm returns the first results without having to read the entire input and produces more results during execution time. Although these strategies could be used to implement our approach, they may be inefficient because they may perform a number of non-necessary probes or require index structures which are not accessible in Web data sources.

In order to process Skyline queries against Web data sources, efficient algorithms have been designed considering sequential and random accesses. Each data source contains object identifiers and their scores. A sequential access retrieves an object from a sorted data source while a random access returns the score from a given object identifier.

The Basic Distributed Skyline (BDS) defined by Balke et al. [1] is one of the algorithms to solve this kind of Skyline queries. BDS obtains a Skyline superset in a first phase and in a second phase; it discards the dominated ones of this superset. A second algorithm known as Basic Multi-Objective Retrieval (BMOR) is presented by Balke and Güntzer [2]; in contrast to BDS, it compares all the seen objects once it finds that some seen object dominates a virtual object that is updated constantly. Both algorithms avoid to scan the whole dataset, and to minimize the number of probes.

To understand BDS and BMOR, consider the relational table Candidate. Publications and grade point averages are collected from two different data sources as can be seen in Table 3. Sources are sorted by Publications or Grade Point Averages, respectively. Also, suppose that a department is interested in candidates with maximum number of publications and grade point averages.

Table 3

Datasets exported by sources S₁ and S₂

<table>
<thead>
<tr>
<th>S₁</th>
<th>S₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Publications</td>
</tr>
<tr>
<td>d</td>
<td>13</td>
</tr>
<tr>
<td>c</td>
<td>12</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
</tr>
<tr>
<td>a</td>
<td>9</td>
</tr>
<tr>
<td>e</td>
<td>6</td>
</tr>
<tr>
<td>f</td>
<td>5</td>
</tr>
<tr>
<td>g</td>
<td>4</td>
</tr>
</tbody>
</table>
To solve this query, BDS performs sorted access in a round robin fashion on the data set in order to compute a Skyline superset as is shown in Table 4. Once BDS completely sees the object “b” which dominates any unseen object, it stops, and the Skyline superset is comprised of the objects “a”, “b”, “c”, and “d”. BDS can stop at this point, because data is ordered in the sources and any unseen object will be worse in each attribute than “b”. Then, BDS performs random access to retrieve the unseen scores from “a”, “c”, and “d”; using all of these values, it discards dominated objects from the Skyline superset. Finally, it outputs the Skyline which is composed by “a”, “b”, “c”, and “d”.

Table 4

Data accessed by BDS and BMOR

<table>
<thead>
<tr>
<th>BDS</th>
<th>BMOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Publications/GPA</td>
</tr>
<tr>
<td>d</td>
<td>13</td>
</tr>
<tr>
<td>b</td>
<td>4.00</td>
</tr>
<tr>
<td>c</td>
<td>12</td>
</tr>
<tr>
<td>a</td>
<td>3.75</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
</tr>
</tbody>
</table>

Similarly, BMOR scans the same objects than BDS but constructs a virtual object. A virtual object contains the worst values seen in each sequential access. For each seen object, the algorithm performs random access for retrieving unseen values and compares pair-wise the seen objects versus the updated virtual object. Table 4 presents the list of virtual objects produced, where each pair represents the worst values seen for the sources S₁ and S₂. At this point, the seen object “c” dominates the last virtual object (10,3.75) and therefore, a Skyline superset was obtained because the object “c” dominates any unseen object. The algorithm discards dominated objects and produces the same result as BDS.

Both algorithms perform a minimal number of probes for computing the first stratum [1, 2]. Since, it maybe required to scan more than the first stratum to solve Top-k Skyline queries, these two approaches need to be extended to produce all the necessary strata. In this paper, we extend these two algorithms to efficiently implement the Top-k Skyline.

3. Top-k Skyline Algorithms

We propose two algorithms that assume certain order in the values of the attributes to identify the point where to stop probing the score and multicriteria functions. The first algorithm is built upon a final object, where scores in the multicriteria function m have been completely seen before the stopping point; while the second considers a virtual object that contains the minimum seen values in each of the attributes contained in function m.

Our algorithms assume that the values of each attribute Aᵢ are stored in an ordered list Sᵢ. All these lists are scanned in a round robin fashion and only one object is recovered during each access. The virtual object is built with the worst seen values in each list Sᵢ. If an object in the stratum dominates the virtual object, then it is not necessary to continue looking for non-dominated objects. This is because the virtual object will dominate any unseen object, since any unseen object has worse value in each attribute.
than the virtual object. Thus, we have various virtual objects until finding the last necessary stratum. Similarly, the final object is built accessing in a round robin fashion each list $S_i$, and because the final object will dominate any unseen object, it is not required to look for more non-dominated objects.

### 3.1. Basic distributed Top-k Skyline (BDTKS)

We have extended the BDS Algorithm introduced in [1] in order to construct a set of Top-k Skyline objects. Our algorithm, showed in Figure 1, first builds all the necessary strata $NS$, and then, it probes the value of the function $f$ for these objects. Elements are considered respecting the order induced by $m$, i.e., the top-k tuples correspond to the best $k$ objects in the topological sort of $NS$.

![Figure 1. Basic distributed Top-K Skyline.](image)

The Basic Distributed Top-K Skyline (BDTKS) algorithm in Figure 1 iteratively constructs necessary stratum until the Top-K Skyline tuples are identified (step 2 SEARCH TOP-K SKYLINE). To build each necessary stratum, the algorithm presented in Figure 1 follows three phases labeled as: SEARCH, SCAN, and LOAD STRATUM. During the SEARCH, the algorithm finds the first object, called final object, i.e., the object where the multicriteria attribute scores have been seen in each list $S_i$. In SCAN or second phase (steps from 2b to 2c), it verifies if final object’s scores are not duplicate; then, it executes a sequential access for each list $S_i$ and stops when a different score is found in each list. The last phase (steps from 2d to 2g) or LOAD STRATUM randomly accesses each partially seen object, and stores non-dominated objects in a current stratum and dominated objects in a temporal stratum. Objects in the temporal stratum are not discarded and are passed to the next iteration of the loop. All the objects that constitute a stratum output in an iteration of the algorithm are removed from the input.
Steps **SEARCH**, **SCAN**, and **LOAD STRATUM** correspond to the steps performed by the Basic Algorithm which has been proven to be completed (Theorem 1 [1]), i.e., these steps compute the Skyline of a given dataset. Our algorithm Basic Distributed Top-K Skyline iterates over these steps until at least the top-k tuples are identified. In each iteration, the Basic Distributed Top-K Skyline algorithm receives as input a dataset where the Skyline identified in the previous iteration has been removed; thus, the Basic Distributed Top-K Skyline computes all the strata required to produce the top-k tuples, i.e., the algorithm is complete. On the other hand, the Basic Distributed Top-K Skyline stops iterating immediately after computing the minimal strata whose cardinality is greater or equal to “k” and non-necessary strata are not computed; in consequence, the Basic Distributed Top-K Skyline is optimal w.r.t. the number of necessary strata and it minimizes the number of probes.

### 3.2. Basic multi-objective retrieval for Top-k Skyline (BMORTKS)

The Basic Multi-Objective Retrieval for Top-K Skyline (BMORTKS) algorithm in Figure 2 is also an extension of a previously defined algorithm; in this case, we extended the basic multi-objective retrieval algorithm proposed by Balke and Güntzer's [2]. The BMORTKS algorithm iteratively constructs necessary strata until the top-k objects are identified. Each necessary stratum is built in two steps: **SEARCH** and **LOAD STRATUM**. In **SEARCH**, a list $S_i$ is visited in a round robin fashion and an object $o$ is sequentially accessed from this list; the rest of the non-seen scores for $o$ are randomly accessed from the other lists. Then, the algorithm probes the combined score function for each seen object (step2c). In each iteration, a virtual object is updated with the minimum score values that have occurred in each list (step 2d) and when a seen object dominates the virtual object (step 2e), the non-dominated objects are added to current strata and the dominated objects are included into a temporal stratum, which will be used in the next iteration. The algorithm stops when just $k$ tuples have been produced.

Similar to the Basic Distributed Top-K Skyline, the Basic Multi-Objective Retrieval for Top-K Skyline is correct based Theorem 1 presented in Balke and Güntzer [2] that establishes that the Multi-Objective Retrieval Algorithm is correct. In addition, the
algorithm computes a minimal number of strata because it stops iterating right after computing the minimal strata whose cardinality is greater or equal to “k”; in consequence, we can say that the Basic Multi-Objective Retrieval for Top-K Skyline algorithm is complete and optimal w.r.t. the number of strata.

4. Experimental Study

Our experimental study was performed on Oracle 9i. The study consisted of experiments running over relational tables with 10,000 tuples. Each table contains an identifier, and a column of type real, that represents the score. Each tuple in the natural join of the six tables corresponds to an object. Values of the real columns varied from 0.0 to 1.0. A column may have duplicated values. The attribute values were generated for the following two data distributions: Mixed and Correlated, where:

- **Mixed**: Attributes are independent of each other. Data are divided into two groups of three columns: one group was generated using a uniform distribution and the other, using a Gaussian distribution.
- **Correlated**: Data are divided in two groups of the three real columns. In each group, the attribute values for a base column were generated following a uniform distribution.

The two algorithms were implemented in Java 1.5 and the experiments were executed on a SunFire V440 machine equipped with 2 processors Sparcv9 of 1.281 MHZ, 16 GB of memory and 4 disks Ultra320 SCSI of 73 GB running on SunOS 5.10 (Solaris 10).

We randomly generated ten queries characterized by the following properties: (a) there is only one table in the FROM clause; (b) the attributes in the multicriteria function and the score function were chosen randomly among the attributes of the table, following a uniform distribution; (c) directives for each attribute of the multicriteria function were selected randomly considering only maximizing and minimizing criteria; (d) the number of attributes of the multicriteria function was two, four and six; (e) the score function was selected randomly among the minimum, average, and geometric average; (f) the number of score function arguments was chosen randomly following a uniform distribution; and (g) \(k\) corresponds to 1% of data size.

Figure 3 reports the average of multicriteria function probes (MP)\((\times 10^4\) probes) and average time \((\times 10^6\) miliseconds) required by each algorithm. Average time is the average of the ten queries run against the tables with data generated according to the mixed distribution. In general, we can observe that:
1. The number of multicriteria function probes is lower for the BDTKS algorithm. This is because this algorithm only compares all seen objects until it finds the final object. On the other hand, the BMORTKS algorithm has to compare all the objects with the virtual object and then, once this condition is satisfied, the algorithm has to compare all these objects with themselves to determine which of them are non-dominated. Thus, probing with respect to the virtual object increases the number of comparisons of the BMORTKS algorithm.

2. The BDTKS algorithm requires more time. This might be because the position of the final object is higher than the virtual object and therefore, the BDTKS algorithm requires more sequential accesses.

Figure 4 reports the results of the experiments for correlated data. We can summarize that:

![Figure 3. Non-correlated dataset.](image-url)
1. The number of multicriteria function probes is higher for the BDTKS algorithm. The correlation seems to affect the BDTKS algorithm. This might be because the number of sequential accesses required to find the final object is greater than the same measure in the BMORTKS algorithm, and therefore, the number of multicriteria function probes increases.

2. Similar to non-correlated data, the BDTKS algorithm requires more time.

5. Conclusions and Future Work

In this work, Top-k Skyline techniques have been proposed: the BDTKS and BMORTKS algorithms. The first is based on the computation of a final object whose scores have been completely seen. The second computes a virtual object which is comprised of the minimum scores seen so far. Both algorithms are complete and construct fewer strata than a naive solution. Additionally, the number of probes performed is reduced, since only the necessary strata are considered. Initial experimental results show that BDTKS performs less multicriteria function probes and spends more evaluation time when data is non-correlated. Finally, we could observe that data correlation may affect the behavior of both algorithms, and BMORTKS has better performance in terms of multicriteria function probes and evaluation time.

However, our algorithms are not able to stop before the last necessary stratum will be built completely; in consequence, these algorithms are not optimal w.r.t. the number of probes. In the future, we will define new techniques that overcome this limitation.

On the other hand, we have not considered that there may be several execution plans for a given Top-k Skyline query. Considering preference criteria during the query...
optimization might help to identify better execution plans. We plan to integrate Top-k Skyline techniques into a relational engine to select good execution plans that take into account preference criteria.

Notes


2. A study of complexity Skyline problem is presented in .

3. First the score function is probed for each instance, then data is ordered and finally, the top-k instances are returned.

4. Topological sorting is done according to the combined score function $f$.
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